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ABSTRACT 

The accuracy of the orbital data products used for 

space situational awareness is affected by the evolution 

of the sensors collecting the data, the knowledge and 

control of the errors in the sensor network, the 

knowledge of the space environment, the available 

computing resources (both hardware and software), 

and the number of space objects to be monitored.  

While the number of objects in orbit has grown 

significantly over the last three decades, the quality and 

quantity of the orbital data products, particularly those 

available to non-government space operators has not 

kept pace.  Further, operational analysis of key issues 

is still in flux.  The Iridium/Cosmos collision event in 

2009 demonstrated that there is a lack of data and tools 

available to all space actors needed to avoid major 

accidents.  Additionally, the event demonstrated that 

the publicly available Two Line Element (TLE) sets 

are not sufficiently accurate to detect and prevent such 

incidents. 

 

Open source software is a relatively new trend in 

software development that rests on the principles of 

open collaboration.  Unlike closed source software, the 

source code behind the software is publicly released 

and anyone is free to modify it.  These modifications 

can become a completely new project or be integrated 

into the mainline development.  Critically for the space 

surveillance application, software developed using 

open source software methods provides greater 

transparency, knowledge of what’s inside the “black 

box”, flexibility, can reduce development costs, and 

can be used globally with fewer restrictions in regard 

to export controls and intellectual property restrictions. 

 

The focus of this paper is on the software aspects of 

moving the current legacy space situational awareness 

capabilities forward via an open source paradigm, so 

that all spacecraft operators have access to the basic 

tools needed to operate safely and efficiently in space. 

1. INTRODUCTION 

The fundamental requirement of space situational 

awareness (SSA) is to provide actionable knowledge 

about events and activities in Earth orbit.  A key 

component of SSA is space surveillance -- determining 

the present position of space objects and the ability to 

predict their future orbital paths.  Related requirements 

are the detection of new space objects, the detection of 

spacecraft maneuvres, and the prediction of when one 

space object may interfere with another space object.  

Such interference may be physical in nature such as the 

February 2009 collision between the Iridium 33 and 

Cosmos 2251 or electromagnetic in nature such as the 

Galaxy 15 anomaly
1
. 

 

All of these requirements require space object 

ephemeris data; an Ephemeris is a table of predicted 

position and velocity at a sequence of times, usually at 

equal time intervals.  The ephemeris data is generated 

by fitting mathematical models to tracking data.  The 

tracking data includes data from radar and optical 

sensors.  The radar sensors include phased array radars, 

dish radars, and fences.  The orbit fitting process 

makes use of the residual between the actual 

measurement at time t and the computed measurement
2
 

at time t tδ+  where the quantity tδ  is the timing bias. 

 

                                                           
1 For a more detailed description of the Galaxy 15 situation, 

see “Dealing With Galaxy 15:  Zombiesats and On-orbit 

Servicing”, The Space Review, 24 May 2010, online at 

http://thespacereview.com/article1634/1 
2 The computed measurements require an a priori estimate of 

the state vector. 
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Early in the space age, national governments were the 

primary developers and operators of systems for space 

surveillance.  In the U.S., the initial systems were the 

Navy SPASUR (Space Surveillance) System and the 

Air Force Interim National Space Surveillance Control 

Center (INSSCC).   

 

From an astrodynamic algorithmic point of view, the 

US systems rapidly converged on a specification 

including analytical orbit propagators based on the 

Brouwer theory and a numerical orbit propagator based 

on an arbitrary geopotential model.  The orbit 

determination process was based on the batch weighted 

least squares method adapted to nonlinear dynamical 

models. 

 

U.S. SSA systems also made the assumption of 

centralized processing: all the observations were 

brought to a data processing facility in Colorado 

Springs, CO.  The Navy data processing facility in 

Dahlgren, VA, processed the raw observations from 

the Navy Fence (now the Air Force Space Surveillance 

Fence) and functioned as backup for the space 

surveillance operations in Colorado Springs. 

 

Over the time period from 1957 to present, two major 

trends have impacted SSA.  The first is the 

continuously increasing number of objects in space 

(Figs. 1 & 2).  The phrase ‘trackable objects’ (Fig. 1) 

refers to 10 cm objects for LEO and 1 m objects for 

GEO. 

 

 
Figure 1. Evolution of the number of trackable, on-

orbit objects [1] 

 

Fig. 2 gives a projection of the number of currently 

trackable space objects two centuries into the future 

under a pessimistic assumption with respect to post-

mission disposal. 

 

In fact, if we think about object sizes down to 2 cm, the 

number of objects currently in space is on the order of 

hundreds of thousands. 

 

The second major trend is the evolution of performance 

in scientific computing on the large scale.  The life 

span of modern computing overlaps the space age. 

 

Fig. 3 gives the performance of various computers of 

the last five decades that could have been called the 

‘supercomputers’ of their time.  On the average, there 

is an increase in performance of two orders of 

magnitude every decade.   

 

 
Figure 2. Projection of the growth of > 10 cm resident 

space objects including Fengyun-1C ASAT and 

Iridium/Cosmos collisions if post-mission disposal 

measures are not implemented [2] 

 

 
Figure 3. Moore’s Law and peak performance of 

various computers over time [3] 

 

In addition to improvements in computer hardware 

improvements, there has been continuous improvement 

in the software development environment (particularly 

configuration management tools) and the operating 

systems for large scale projects. 

 

The availability of improved computer technology 

together with the increase in the number of objects in 

space and evolution in the desired accuracy of the 

space catalogue has led to the almost continuous 

development of new U.S. SSA systems, with little 

actual delivery of capabilities to the end user.  The 

current developmental system is the JSpOC Mission 
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System (JMS) being developed by the U.S. Air Force 

Space Command for the Joint Space Operations Center 

(JSpOC) located at Vandenberg AFB, CA.  The JMS is 

slated to replace the current SPADOC 4C and 

CAVENet systems. 

 

Development of SSA systems by the other major 

space-faring nations, particularly Russia and the FSU, 

also has resulted in significant capability.  However, 

different levels of sensor, analytical, computer, and 

communications capabilities resulted in different SSA 

system architectures [4] and algorithms [5]. 

 

There have been limited efforts to compare the US and 

Russia catalogs [6][7]. 

 

While the current US developmental system is based 

on improved computer technology, the algorithmic 

content of the system as of early 2009 was the same 

General Perturbations (GP4) analytical orbit 

propagator, numerical integration-based Special 

Perturbations orbit propagator, and batch least squares 

orbit determination process originally put in use 35-

years earlier (1975). 

 

The following list gives capabilities that are not 

addressed in the current operational system used by the 

JSpOC: 

• Observation compression concepts are not 

available for either radar or optical sensors 

• Fast and accurate orbit propagator concepts are 

not available 

• Fast and accurate state transition matrix 

concepts are not available 

• Kalman Filter-based orbit estimation concepts 

are not available 

• Kalman Filter-based sensor calibration 

processes for are not available 

• Realistic process noise and measurement error 

models are not employed 

• The orbit uncertainty as represented by and 

propagated by the orbit determination systems is 

not well understood 

• The operational processes developed by the AF 

Space Command for real time tracking of the 

atmospheric density variations are limited and 

narrow in scope 

• There is no process for re-acquiring a significant 

portion of the catalog, as would be required in 

the event of a major geo-magnetic storm (such 

as 1989) 

• There is no mathematically ‘strong’ theory for 

the general concept of catalog maintenance 

including both the detection and tracking 

processes, either for LEO, GEO, or HEO 

• There is no concept for taking advantage of 

frameworks that can be massively parallelized 

on distributed memory clusters. 

• There is no web services based architecture for 

SSA 

• There is no capability for utilizing the very large 

datasets that will result from larger catalogs and 

improved sensors3 

• There is little cooperative, positive relationship 

between the USG SSA community and the 

broader astrodynamics research community 

 

The current paper is part of a larger strategy to address 

the SSA problem via an Open Source Software 

paradigm.  In [8], Weeden and Cefola address 

“Mathematical Algorithms for Space Situational 

Awareness:  History and Future Development.”  In [9], 

Weeden, Cefola, and Sankaran will address “Global 

Space Situational Awareness Sensors.” 

 

The roadmap of the current paper is as follows.  In 

Section 2, we provide an overview of the problem of 

adapting SSA tools to a modern distributed computing 

infrastructure.  In Section 3, we consider rewriting the 

SSA tools in a language platform employing object-

oriented and component technologies such as 

C++/CORBA.  In Section 4, we consider the more 

moderate approach of non-invasive encapsulation of 

legacy binaries.  The configuration issues with legacy 

codes are shifted from hand-edited files and scripts to 

automatically generated GUIs.  In Section 5, we give a 

specific plan for creating a Web 2.0 architecture for 

SSA. 

 

2. APPROACHES FOR DEALING WITH 

SOFTWARE LEGACY 

Computer programs for the determination of the orbits 

of artificial satellites and space debris objects require 

models from several disciplines: 

• Nonlinear estimation 

• Measurement modeling 

• Force modeling 

                                                           
3 We assume that the SSN will be improved both 

qualitatively and quantitatively. 



Rev 24 

5 Aug 2010  

4 

 

• Numerical analysis 

Such programs are generally complicated with several 

hundreds or thousands of modules.  These programs 

tend to be written in Fortran 77 because that was the 

language of choice when the development of these 

programs started.  Table 1[10] gives a list of OD 

programs with active development communities and 

recent enhancements.  These programs tend to have 

very long lifetimes.  Major development efforts were 

accomplished in the 60s and 70s when the state of art 

in software development environments was not 

advanced. 

 

 

Table 1. Organization-specific Orbit Propagator and Determination Programs and Applications [10] 

 
 

We note that the SPADOC and CAVENet (ASW) 

systems are included in Table 1. 

 

The systems listed in Table 1 taken together are the 
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starting point for the Open Source Software for SSA 

project. 

 

When we consider transformation of legacy computer 

programs with significant scientific computing 

requirements to a modern distributed computing 

infrastructure, there are two major options:  Migration 

and Encapsulation [11]. 

 

Migration refers to rewriting all the applications in a 

language platform employing object-oriented and 

component technologies such as C++/CORBA [12].  

The migration approach is costly in terms of 

programming effort and accounting for all the 

evolutionary work done to date.   

 

Encapsulation is an alternative to migration.  A non-

invasive approach to encapsulation is to employ the 

legacy binaries in predefined (but configurable) 

workflows with all the data exchange between binaries 

continuing to take place through file I/O [11].  This way 

of working with legacy codes reduces to devising an 

extensible encapsulation of the software components 

that treats them as black boxes with a set of 

inputs/outputs and a set of valid types and ranges of 

compile-time and run-time parameters [11].   

 

3. MIGRATION 

Our plan is to adapt key SSA algorithms to a modern 

distributed computing environment by rewriting the 

applications in an object-oriented language platform 

such as C++ [12]. 

The SSA algorithms to be considered include: 

• Observation compression 

• Orbit Propagators 

• State Transition matrix 

• Improved nonlinear Kalman Filters 

• Realistic process noise 

• Atmosphere density variations 

• Observation data association 

• Observation data simulation 

The objective of this effort is object-oriented programs 

written in a modern language such as C++.  We intend 

to include a variety of algorithmic approaches for each 

of these functions.  For example, for the orbit 

propagator, we plan to include: 

• Numerical Integration (Special 

Perturbations) with high degree and 

order geopotential and modern 

atmosphere density models 

• DSST (Semi-analytical Satellite 

Theory) [13] with high degree and 

order geopotential and modern 

atmosphere density models 

• Brouwer-Lyddane (General 

Perturbations) [14] 

• NORAD GP (SGP, SGP4, SGP8) [15] 

(with tesseral m-daily option) 

• NORAD HANDE [16] (with tesseral 

m-daily option) 

• NAVSPASUR PPT [17] (with tesseral 

m-daily option) 

• Russian A and AP (GP) [5] 

• Russian NA Numerical-Analytical 

with improved accuracy features as in 

the AP theory [5] 

For orbit determination, we plan to include: 

• Batch (mean element estimation as an 

option) 

• Extended Kalman Filter (mean 

element estimation as an option) [18] 

• Modern Filters (mean element 

estimation as an option) [19] 

The intent is to allow a wide range of orbit 

determination comparison studies. 

To clarify the issues in the migration project, we are 

undertaking a demonstration task: 

• Migration of the Standalone Draper Semi-

analytical Satellite Theory (DSST) from 

Fortran 77 to Object-Oriented C++ 

As part of this effort, we plan to study the application of 

object-oriented design principles in the Generalized 

Mission Analysis Tool (GMAT) [20] program. 

The plan is to accomplish this demonstration task using 

a modern Graphical Server with multiple CPUs and 

graphical CPUs.  We will be able to study the 

parallelization of the semi-analytical theory using 

OpenMP [21] for CPUs and Cuda for GPUs [22]. 

 

4. ENCAPSULATION 

The orbit propagator and orbit determination programs 

listed in Table 1 represent a tremendous investment in 

resources for the respective organizations.  These 
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programs tend to be extremely long-lived.  Typically, 

the development started as early as 1970 on mainframe 

computers and these programs have been ported to 

multiple additional generations of computers: 

• 32-bit minicomputers (such as the VAX) 

• Workstations 

• Micro-computers 

Many of these programs were coded in Fortran and 

were revised by different engineering teams.  As time 

progressed, difficulty often arose when an attempt was 

made to port the software, make significant 

improvements, or add new features. 

This was particularly frustrating with the availability of 

significant new software technology (such as object-

oriented design) and the new hardware technology (such 

as multi-core, multi-thread machines). 

 

Figure 4. Personal Supercomputer Design (2010) 

Such considerations lead directly to the consideration of 

migration and encapsulation.  We have discussed 

migration previously.   

The software legacy issue is not unique to the orbit 

propagation and orbit determination communities.  The 

field of interdisciplinary ocean prediction systems is 

another example of a field that experiences the software 

legacy issue [11]. 

A non-invasive approach to encapsulation is to keep 

employing the legacy binaries in predefined (but 

configurable) workflows with all data exchange 

between binaries continuing to take place through file 

I/O [11].  The binaries configuration however is shifted 

from hand-edited files and scripts to automatically 

generated GUIs.  This way of working with legacy 

codes reduces to devising an extensible encapsulation of 

the software components (as binaries) that treats them as 

black boxes with a set of inputs/outputs and a set of 

valid types and ranges of compile-time and run-time 

parameters. The advent of XML provides a standards-

based way to accomplish this. XML describes data 

through the use of custom tags thus eliminating the need 

to conform to a specific programming structure and 

offering the possibility to integrate legacy software with 

new technology. 

The ocean prediction community has developed 

software tools for addressing the non-invasive 

encapsulation problem [23]. 

We propose to extend non-invasive encapsulation 

techniques to significant SSA applications that will not 

be rewritten. 

To clarify the issues in encapsulation, we are 

undertaking a demonstration task: 

• Non-invasive encapsulation of the Linux 

GTDS R&D Orbit Determination system using 

LCML and LEGEND [23] 

The 2010 version of Linux GTDS with expanded sensor 

modeling will be employed.  The source code, makefile, 

and keyword descriptions will be inputs to the 

encapsulation process.  We hope to undertake this 

demonstration using a modern Graphical Server with 

multiple CPUs and graphical CPUs. 

 

5. WEB 2.0 ARCHITECTURE FOR SSA 

Our goal is make international Web services-based tools 

for Space Situational Awareness and Space Traffic 

Management that are freely available to all satellite 

operators and others who need to operate safely and 

efficiently in space.  Thus a user sitting anywhere in the 

world would be able to operate on his own ‘data’ via the 

web.  ‘Data’ might range from a nominal orbit or 

constellation for which the user was trying to 

understand the long term motion or to the raw 

observations (range, azimuth, elevation, range-rate, 

right ascension, and declination) at multiple times which 

the user was trying to filter to create an element set.  

The user would be able to operate on his data with 

algorithms and software that were transparent to him. 

A more specific expression of the goal is to create a 

Web 2.0 architecture for a SSA service based on the 

human-provided services (HPS) paradigm [24].  

To clarify the issues in this part of the project, we 

propose a demonstration task to create an initial design 

of the Web services-based architecture for SSA 

6. CONCLUSIONS 

Overall, we have three major technical goals for our 

project: 

1. To adapt key algorithms to a modern 

distributed computing environment by 
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rewriting the applications in a language 

platform object-oriented and component 

technologies such as C++/CORBA [C] 

2. To extend non-invasive encapsulation 

techniques to significant SSA applications that 

we don’t rewrite  

3. To create a Web 2.0 architecture for SSA based 

on the human-provided services (HPS) 

paradigm. 

To develop this new SSA capability, we intend to 

develop an Open Source Software project following the 

insight of Karl Fogel [25]. 

To clarify the issues in the project, we have suggested 

three demonstration tasks: 
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